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Abstract—The effect of the quality of bathymetric data on the accuracy of tsunami-wave field calculation is
considered. A review of the history of the numerical tsunami modeling development is presented. Particular
emphasis is made on the World Ocean bottom models. It is shown that the modern digital bathymetry maps,
for example, GEBCO, do not adequately simulate the sea bottom in numerical models of wave propagation,
leading to considerable errors in estimating the maximum tsunami run-ups on the coast.
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INTRODUCTION

Development of methods for early tsunami warn-
ing and obtaining long-term tsunami-hazard assess-
ments is largely based on computer modeling. In early
tsunami warning, numerical models are necessary for
early estimation of the expected tsunami height on the
coast from seismological observations and calculated
earthquake-source parameters. In the problems of
long-term prediction (tsunami zoning of the coast),
computer modeling is used in scenario calculations to
obtain the expected heights of tsunamis produced by
earthquakes of different magnitudes.

The modern systems for instrumental tsunami
monitoring (for example, the DART system of subma-
rine buoys [1]) can detect tsunami signals early and at
a significant distance from the coast. However, calcu-
lation of the arrival time and tsunami height for the
particular shore site requires the use of effective com-
putational methods of tsunami propagation in the
deep ocean and on the shelf.

Another important problem is tsunami zoning of
the coasts (i.e., preliminary long-term tsunami-haz-
ard assessment for particular coastal sites). The mod-
ern approach to solution of this problem is based on
the Probabilistic Tsunami-Hazard Assessment
(PTHA) technique [2], which utilizes the results of
numerical simulation of tsunami propagation from the
model sources located in the main seismoactive (tsu-
namigenic) zones in the World Ocean.

The effectiveness of the application of numerical
models to solve these main theoretical and practical

tsunami problems depends not only on the correctness
of the used physical-mathematical models and the
respective numerical algorithms, but also on a number
of other factors, including the accuracy and degree of
detail of the bathymetric data used for the construc-
tion of the computational grids.

The present study provides the results of analysis of
the effect of bathymetric data quality on the accuracy
of tsunami wave field calculation.

1. NUMERICAL MODELING OF TSUNAMI
GENERATION AND PROPAGATION

The most widely used physical model of a tsunami
is the model of so-called long waves that propagate in a
layer of a homogeneous incompressible liquid above a
rigid bottom. Since the wavelengths of typical seismo-
genic tsunamis generated by submarine earthquake
sources in seas and oceans are much longer than
depths of water basins, mathematical description of
tsunami propagation can involve the shallow-water
approximation where vertical accelerations are
neglected and therefore the vertical velocities of parti-
cles in the liquid. In this respect, the use of the hydro-
static approximation allows the dependence of hori-
zontal current velocities on the depth to be excluded
from 3D equations of motion; as a result, we can pro-
ceed to vertically-integrated 2D equations, for exam-
ple, those relative to level and full flows [3, 4]. This
procedure considerably simplifies the modeling of tsu-
nami propagation in ocean compared to the use of full
3D models of Navier—Stokes type.
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Numerical methods for calculation of tsunami prop-
agation in particular sites of the ocean area began to be
used in the mid-1960s when sufficiently powerful com-
puters (such as IBM-360, CDC-6400, and BESM-6)
that were able to perform these calculations became
available in computational centers. A detailed analysis
of the initial stage of tsunami numerical modeling can be
found in [5, 6]. Chronologically, the first publications on
the problem appeared in Japan: these were attempts to
simulate the tsunami in the Tokyo Bay caused by the
1960 Great Chilean earthquake [7] and to reproduce the
main peculiarities of this tsunami propagation across the
Pacific Ocean [8]. These studies used a program code
that was developed for the modeling of tidal waves and
implemented the numerical solution of a nonlinear shal-
low-water system for a revolving sphere. Calculations
ofthe 1960 Chilean tsunami propagation across the
Pacific were made using the IBM-704 first-generation
electronic tube machine on a bathymetric grid of 25 X
30 nodes with a spatial step of five degrees (approxi-
mately 550 km). The first publication of this kind, which
started the evolution of computer models developed
exclusively for reproducing the historical cases of tsuna-
mis, was probably the work by 1. Aida [9]. The purpose of
that study was an attempt to reproduce the main pecu-
liarities of two tsunamis: one in the Sea of Japan caused
by the Niigata earthquake of June 16, 1964 and another
caused by the Tokachi-Oki earthquake that occurred off
the coast of Hokkaido Island on June 16, 1968. Aida’s
model utilized the finite-difference scheme that approx-
imates shallow-water equations, without the Coriolis
force and bottom friction being taken into account, and
was written in the rectangular coordinate system. Model-
ing of the tsunami after the 1964 Niigata earthquake used
the data of repeated bathymetric surveys, which was con-
ducted in the source zone immediately after the earth-
quake and revealed considerable postseismic bottom
deformations [10, 11], to set the initial free surface eleva-
tion. Thus, Aida’s model assumed that bottom displace-
ment occurred instantly and the shape of the initial eleva-
tion in the sea surface was the same as that of the bottom
elevation. Further evolution of this elevation was deter-
mined numerically, with the real shoreline configuration
and bottom relief being taken into consideration. Calcu-
lation was made on a grid of 20 % 30 nodes with a spatial
step of 10 km. Depths in the nodes were set by manual
digitization of nautical charts. The calculated distribution
of run-ups along the shoreline was compared to the mea-
sured run-ups and satisfactory agreement was established
between the maximum values and the character of
decrease in run-up heights with distance off the source
zone.

The analogous approach was used for modeling the
tsunami caused by the 1968 Tokachi-Oki earthquake.
A grid of 30 X 25 nodes with a 20-km spatial step was
used in the calculations. For this tsunami, the charac-
ter of bottom displacements was known only in the
very general form; however, a large number of records
from coastal tide gauges were available. Several ver-
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sions of bottom displacement were considered: these
were set quite arbitrarily within the elliptical source zone,
whose size and position, in turn, were chosen on the basis
of the aftershock data and the calculation results of
inverse refraction diagrams [12]. The model of bottom
deformation was then chosen by comparison between the
calculated and the observed tidal curves to provide the
best match with the observed data.

In the United States, the first work on numerical
modeling of tsunamis was the paper [13] where the
numerical model of the tsunami caused by the Great
Alaska earthquake (March 28, 1964) was constructed
and propagation of this tsunami in the NE Pacific was
modeled. In this work, the authors applied the first-order
nonlinear system of motion equations in shallow-water
approximation. These equations were transformed into
finite-difference form and solved numerically on a grid
with a step of approximately 0.5° that covered the source
zone and the adjacent water areas. The wave profiles were
calculated for several points near the source, but their
matching with the real data was not verified because the
records of this tsunami from the deep-water part were
absent. The water-level variations calculated for one point
on the coast were compared to the respective observed data
and satisfactory agreement between them was found. In a
subsequent publication [14], the model was improved by
introducing corrections to the Earth’s surface curvature
and by writing the main equations in spherical coordinates.
This model was later used for modeling the tsunamis from
the strongest earthquakes, including the 1960 Great Chil-
ean earthquake, for which displacement characters were
more or less reliably known.

The first Russian works on numerical modeling of
tsunamis were made at the Siberian Branch of the
Russian Academy of Sciences. They investigated the
behavior of hypothetical and real historical tsunamis
in the region of the South Kuril Islands [15—17] in
terms of a nonlinear shallow-water system written in
Cartesian coordinates and with a piston model of tsu-
nami generation being assumed.

The very first attempts at the application of numer-
ical methods for modeling real tsunamis showed this
to be a very promising approach. Later, a large number
of software packages and complexes for tsunami mod-
eling was developed; they were based on more com-
plex models including the effects of the Earth’s revo-
lution, amplitude and frequency dispersion, and bot-
tom friction. By the early 1990s the international
scientific community on tsunamis reached the conclu-
sion that all the numerical models and software pack-
ages for tsunami calculations needed to be verified and
validated. In this respect, two special workshops were
carried out in the United States; resulting from these
workshops, a system for testing the tsunami calcula-
tion software was developed and adopted [18, 19].

During the first 2 decades (the 1960s and 1970s),
the wide use of computer models for studying tsuna-
mis was limited by the lack of random-access memory
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and speeds of the available computers, on the one hand,
and by the lack of information about the structure of tsu-
nami sources. The data on coseismic bottom displace-
ments in the source zone, which were obtained by
repeated bathymetric measurements, were available only
for a few tsunamigenic earthquakes. To estimate the
source positions and sizes, the method of inverse refrac-
tion diagrams was used; the initial value of the ocean sur-
face displacement was estimated by correlation formulas
that approximately linked earthquake magnitude and
tsunami height. However, starting from the mid-1970s,
systematic data on focal mechanisms of strong earth-
quakes defined by the CMT (Centroid Moment Tensor)
method [20] began to appear. Since 1976, determinations
of earthquake focal mechanisms became regular for all
earthquakes with Mw = 5.5. [21]. This provided the
opportunity to utilize the obtained focal mechanism
solutions of the submarine tsunamigenic earthquakes for
calculations of residual bottom displacements in the
source zone.

The first and, in a certain sense, remarkable work
of this kind was another publication by 1. Aida [22]
where he considered the validity of data on the tsu-
nami source inferred from the data on the focal mech-
anism of a submarine earthquake. Aida constructed
the computer models for five tsunamis that occurred
in 1952—69 on the eastern coasts of Honshu and Hok-
kaido islands after the respective earthquakes, viz.,
Tokachi-Oki (March 4, 1952 and May 16, 1968),
Ivate-Oki (June 12, 1968), Shikotan (August 12,
1969), and Nemuro-Oki (June 17, 1973), for which the
data on the orientations and size of the rupture plane
and on the slip value were available. Residual bottom
displacements in the source zone were calculated on
the basis of the formulas obtained in [23]. Displace-
ments were used as initial conditions in the problem of
tsunami generation. Further evolution of the initial
water elevation was calculated on the basis of the shal-
low-water linear model solved numerically on the
series of embedded grids with spatial steps varying
from 10 km in deep-water areas to 312.5 m in the vicin-
ity of tide-gauge observation points in the coastal
zone. The comparison between the calculated and
measured amplitudes was made only for the head (pri-
mary) wave because it was supposed that the following
waves could contain considerable computational
errors due to insufficient approximation accuracy of
coastal bathymetry and the shoreline configuration.
The precision of the reproduction for the first wave
amplitude calculation appeared to be 50 to 100%,
which was quite a good result at that time; calculated
arrival times fitted the observed ones within the accu-
racy of 5—10 min. For every source model, the so-
called correction factor K was introduced to show the
average (at 4—6 tide-gauge observation points) ratio
between the observed and calculated amplitudes. For
the majority of the considered source models, this fac-
tor appeared to be more than 1, with the average value
of 1.4 and total variation range being 0.82—4.45 (i.e.,
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the calculated amplitudes were less than the observed
ones, on average). The general conclusion of this work
was that in the presence of data on the focal mecha-
nism and with the available instrumentally measured
value of the seismic moment of an earthquake, the cal-
culated bottom displacements in the source zone
could be used for the construction of quite realistic
numerical models of historical tsunamis.

After this, the use of calculated bottom displace-
ments in the source zone as an approximation of the
tsunami source (the so-called piston model of tsunami
generation) became the standard scheme for the con-
struction of computer models for both historical and
hypothetical tsunamis. These displacements were usu-
ally calculated by formulas developed by Y. Okada
[24]. These formulas represent the static (residual)
displacements in the surface of the homogeneous elas-
tic half-space, which occur under the effect of the
internal spatial source of the dislocation type; in turn,
the source is set by six parameters: the length and
width of the rupture plane, the dipping angle of this
plane, slip direction, striking azimuth, depth of the
upper (or lower) rupture edge, and slip value (disloca-
tion length). In fairness, it must be noted that the
mentioned work by Y. Okada [24] was only the final
one in a series of publications devoted to the solution
of this problem. In terms of different approaches to the
problem statement and solution methods, this prob-
lem was considered in [25—29]. In Russia, formulas
analogous to those derived in [24] were obtained in
[30]. At a certain difference between the forms of the
final expressions for displacement components, mul-
tiple tests showed the absolute identity of the final
results obtained by both sets of formulas at any set
parameters of the model sources.

Until the early 2000s, the uniform slip along the rup-
ture plane that simulated the earthquake source was used
as the model of a tsunami source; displacements from
this slip were calculated by formulas obtained by
Y. Okada [24], in this case. Evolution of seismic observa-
tion systems towards the use of broadband digital instru-
ments, jointly with the application of methods from the
theory of inverse problem for the restoration of the fine
structure of the source allowed the researchers to use the
data on the real slip distribution on the rupture plane
[31]; Okada’s formulas are applied for each fragment
(plane) of the slip distribution, into which one or several
rupture planes are subdivided in the source of a real
earthquake. This technique is currently used in the
majority of works dealing with numerical simulation of
the real historical tsunamis (see the reviews, for example,
in [4, 32, 33]) that analyze the properties of coseismic
deformations in tsunami sources [34—36].

The quality of numerical modeling of tsunami gen-
eration and propagation is at very good level today.
Deep-water tsunami records obtained by DART sen-
sors [37] are usually reproduced in calculations within
very good accuracy (5—10%) in defining the first wave
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amplitude [38, 39]. The instrumental records of the
head tsunami wave that are obtained in particular bays
(especially those located in the far zone of the source),
are usually not difficult to reproduce through calcula-
tions (even in the case of online calculations) [40].

However, an adequate reproduction of tsunamis in
records of tide gauges and modeling of run-ups in the
near zone of the source are still problematic, even
when the synthetic tide-gauge records reproduce the
records of real deep-water sensors well. It is natural
that modeling of both tsunami propagation in shallow
water and tsunami run-up on shore is a much more
complex problem to solve compared to the modeling
of wave propagation in deep water. In this case, the
amplitude dispersion must be taken into account, but
it is possible only in terms of a nonlinear system, with
bottom friction taken into consideration, and by
applying special numerical methods for modeling the
wave run-up onto a dry shore. The modern models of
run-up usually take all these factors into consider-
ation, but the problems of precise reproduction of
water-level variations in shallow water and adequate
calculation of the maximum run-up remain.

The significant difference between calculated and
measured tsunami heights (not even tens, but hun-
dreds of percent) can be related to the above-men-
tioned problems of tsunami source setting, the effec-
tiveness of the numerical algorithm, and the detail of
the grid, on the one hand, but also the accuracy of the
approximation to the real sea-bottom bathymetry. The
present work is devoted to estimation of the quality of
the contemporary bathymetric maps of the World
Ocean and to assessment of possible errors that
emerge when numerical simulation of tsunamis due to
inadequateness of the used bathymetric data.

2. DATA ON THE BATHYMETRY
OF THE WORLD OCEAN

In the early works on tsunami modeling in the
1960s and 1970s, grid massifs were usually made by
researchers themselves by manual digitization of
marine nautical charts [10]. The first widely accessible
massif of global bathymetric data was ETOPOS,
which was formed in 1988 and contained land alti-
tudes and sea depths rounded to meters on the grid
with a resolution of five angular minutes. The massif
was developed in the United States by integration of
topographic and bathymetric data from various
sources. The real accuracy of depth values varies from
a few to 100—150 meters in the water areas that are
weakly covered by marine surveys [41].

The international GEBCO (General Bathymetric
Chart of Oceans) program, which has been supported by
the International Hydrological Organization (IHO)
since 1903 released the first digital version of the
GEBCO atlas in 1994 [42]. The digital version was based
on the fifth edition of the traditional GEBCO atlas,
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which was published in 1978 and showed the World
Ocean bathymetry in the form of isolines and particular
point measurements; in fact, the digital version was a
scanned copy of the GEBCO bathymetric contour maps.

Another important stage was the development of the
global gridded data sets of elevations and depths with a
spatial resolution of two angular minutes [43]. The data
source was high-precision satellite measurements of the
land elevations and the ocean free surface; then, the
recorded gravity anomalies were recalculated by a quite
complex algorithm into a function that describes the bot-
tom relief. This algorithm works well for abyssal depths of
more than 1 kilometer, whereas it yields high (sometimes
up to 50—100%) relative errors in depth estimation for
shallow-water areas (marginal seas, continental slope,
and continental shelf). These errors are mainly caused by
uncertainties in the determination of the thickness of the
loose sediments on the bottom.

The GEBCO gridded bathymetric data set with
resolution of one angular minute (GEBCO_08) was
published in 2008. Depths in nodes of the regular grid
were calculated by interpolation of digitized isobaths
and point measurements from the GEBCO digital
atlas that was issued on the 100th anniversary of the
project [44].

In March 2015, the GEBCO_2014 gridded bathy-
metric data set was released. It contained land alti-
tudes and sea depths with a resolution of 30 angular sec-
onds. This data set was compiled on the basis of a large
number of sources: national and regional organizations
(NOAA, European Science Foundation, etc.), research
institutes, particular expeditions, and measurements.
Traditionally, the GEBCO data sets and maps contained
only bathymetric data on the deepest water areas of the
World Ocean (starting from 200 m depth and deeper),
which were not presented in the nautical charts in suffi-
cient detail. Today, the major work is being performed on
improving the data quality for shallow-water areas. For
this purpose, electronic nautical charts (ENCs) collec-
tively prepared by the IHO member countries are used.
Many hydrographic services and organizations have
already added considerable amounts of bathymetric data
on their coastal zones, which led to improvement of the
quality of the bottom relief representation in some shal-
low-water areas. Owing to these data, GEBCO provides
the most comprehensive bathymetric model of the entire
World Ocean [45].

The modern global model of the land elevation
with one-minute resolution can be shown by the
ETOPOI data set. This was compiled on the basis of
numerous data from global and regional sources. The
distinctive feature of this model is that it has two ver-
sions: one displays the ice cover of Antarctica and
Greenland (Ice Surface), while the other corresponds
to the bedrock beneath ice sheets (Bedrock) [46].

The elevation model based on regional bathymetry
sources was developed in the framework of the IBCAO
(International Bathymetric Chart of the Arctic
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Ocean) and CRM (Coastal Relief Model) projects.
The IBCAO was aimed at the creation of the digital
data set that contains all of the available bathymetric
data north of 64° N for further use in the works that
require detailed and precise knowledge of the Arctic
Ocean depths and landforms on its bottom. Version
3.0 of the IBCAO data set includes the improved data
collected by the arctic countries, the data from accom-
panying measurements by fishery vessels, and the data
obtained by American Navy submarines and research
vessels of the other countries [47]. The grid con-
structed using the modernized gridding algorithm has
a resolution of 500 m to distinguish more details on the
Arctic Ocean floor, compared to the IBCAO version
1.0 (2.5 km) or 2.0 (2.0 km).

The National Centers for Environmental Informa-
tion of the National Oceanic and Atmospheric
Administration (NCEI NOAA, United States) con-
structs digital elevation models (DEM) and digital
bathymetric models (DBM) with a spatial resolution
of three angular seconds for the coastal zones of all of
the states, including Alaska. Bathymetric, topo-
graphic, and coastal data used in this massif are
retrieved from such various sources as federal and
local authorities, research organizations, and private
companies. This integrated digital model constructed
by NCEI for the coastal zone of the United States has
provided complete knowledge about the respective
areas for the first time by uniting the bathymetry in
water areas and the topography of the land. Today, this
data set is successfully used for the online tsunami
modeling system developed by the Pacific Marine
Environmental Laboratory (PMEL) [48].

All these bathymetric data sets are freely accessible
and can be used for research and educational pur-
poses. Nevertheless, many countries have their own
data on the bottom relief of a higher resolution (one
angular second or less), which were obtained from
geophysical and engineering surveys in their respective
coastal zones. The state and private companies that
prospect for and recover oil and gas on the continental
shelf possess charts of even more detail. However,
these data are usually not available in open access;
moreover, in some countries they are even considered
confidential, with access being possible on the basis of
special contracts and agreements.

3. QUALITY ASSESSMENT
OF THE BATHYMETRIC DATA
ON THE NORTHEASTERN SAKHALIN SHELF

The bathymetric survey on the shelf and continen-
tal slope of northeastern Sakhalin (Figs. 1 and 2a) was
carried out in the framework of three international
projects:  Kurile-Okhotsk  Marine  Experiment
(KOMEX), Hydro-Carbon Hydrate Accumulations
in the Okhotsk Sea (CHAOS), and Sakhalin Slope
Gas Hydrates (SSGH) [49—51] (hereinafter, we will
use KCS abbreviation to refer to these three projects).
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The obtained data of the measurements were used to
construct an 0.5 angular-minute resolution (the step
for longitude is Ax = 600 m; the step for latitude is Ay =
920 m) bathymetric chart (Fig. 2b) and for compari-
son with the chart constructed on the basis of the
GEBCO data set (Fig. 2c).

It should be noted that the chart constructed on the
basis of the KCS data (Fig. 2b) seems to be more “nat-
ural” than the GEBCO-derived chart (Fig. 2c): the
former contains a clear boundary of the Sakhalin shelf,
and the slope is marked by densely spaced parallel
countour lines. The difference between the depths in
these two charts differs from —222 to 661 m. The mean
square value of the depth difference is 126 m (Fig. 2d),
with the average depth within the studied area being
approximately 800 m. Such a significant difference in
bathymetric data can lead to considerable differences
in tsunami heights calculated on the basis of these
data. Unfortunately, the bathymetric chart of the stud-
ied area, which would be more detailed than the
GEBCO chart, was not available to us. Nevertheless,
we can attempt to estimate the uncertainties intro-
duced by incomplete knowledge of the bottom topog-
raphy by comparison of the tsunami wave field
obtained from GEBCO data only and that obtained
from the GEBCO data with the KCS bathymetric data
being added.

4. A NUMERICAL EXPERIMENT
TO ESTIMATE THE INFLUENCE
OF THE QUALITY OF THE BATHYMETRIC
DATA ON TSUNAMI PROPAGATION

It is quite difficult to estimate the influence of
errors in the setting of the sea-bottom topography on
the results of model computations. There is no com-
monly accepted technique for such an estimate. In
fact, the distortion of the wave field calculated by using
inaccurate bathymetric data can be interpreted as an
effect of tsunami-wave scattering on bottom irregular-
ities, which were set in the form of a massif with the
difference between the depths of the model and the
real bottom relief. It is obvious that the influence of
scattering is of an integrated (“accumulated”) charac-
ter: the farther the observer is from the source, the
more distortion of the wave field occurs. Estimation of
the accuracy in the calculation of the maximum tsu-
nami heights near the shore is of principal interest,
because it is these values that are usually used in con-
structing the tsunami zoning maps.

The eastern coast of Sakhalin belongs to the zones
of moderate tsunami hazard. According to [52], the
expected tsunami height can be up to 1.5 m. It is
known [53] that the remote tsunami sources located in
the most seismoactive zones of the Pacific are of the
highest tsunami hazard for the coasts of the Sea of
Okhotsk: despite the definite screening effect of the
Kuril Arc, a significant amount of wave energy can
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Fig. 1. A bathymetric chart of the northeastern Pacific constructed on the basis of GEBCO_2014 (version 20141103). The rect-
angle marks the KCS survey area. The red and blue isolines off the coast of the Kuril Islands denote coseismic bottom deforma-
tion due to the M = 8.3 earthquake of November 15, 2006 (uplift and subsidence, respectively); isolines are drawn with 0.2 m step.
The red triangle indicates the location of the DART 21414 deep-water tsunami sensor.

enter the Sea of Okhotsk and cause significant water
level variations along the coast of Sakhalin.

In the present research, we will attempt to estimate
how the quality of the bathymetric data affects the
estimates of maximum tsunami heights on the eastern
coast of Sakhalin, with the tsunamigenic M = 8.3
earthquake of November 15, 2006, that occurred in
the region of Central Kuril Islands as an example.
Such a choice is caused by the fact that the parameters
of the source of this earthquake are well known from
the literature; in addition, it was verified instrumen-
tally that tsunami waves from this event entered the
Sea of Okhotsk and reached the coast of Sakhalin [54].
In fact, this gives us grounds to compare the model
calculations with the available measurements in order
to estimate the differences between tsunami heights
calculated with and without KCS bathymetry being
taken into account.

A numerical experiment was carried out on a grid of
0.5 angular seconds in resolution and 4801 X 2761 nodes
in size, which covers the northwestern Pacific, including
the Sea of Okhotsk (Fig. 1). The digital bathymetric data
set was compiled on the basis of the GEBCO_ 2014 data.
For calculations, we used a model that is a version of
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the well known TSUNAMI software for numerical
simulation of tsunami wave propagation [6], utilizing
the finite-difference approximation of shallow-water
linear equations in spherical coordinates [55].

For calculation of the tsunami-source parameters,
we used the USGS model [56] to calculate the dis-
placements along the rupture plane within the rectan-
gular area. These displacements were then recalculated
into vertical deformations of the sea floor by using the
model from [24]. In terms of the shallow-water approxi-
mation, which is usually applied for tsunami calculation,
the initial deviations of the ocean surface in the source
zone completely coincide with sea-floor displacement.
However, if the characteristic horizontal scales of coseis-
mic deformations are comparable to the ocean depth,
hydrostatic approximation can lead to noticeable errors.
In this respect, we used the “non-hydrostatic” solution
of the Laplace equation [57] as the initial disturbance on
the ocean surface. This is smoothed compared to the bot-
tom deformation. In particular, the maximum deviation
of the free surface for the source decreased from 2.7 to
1.9 m [58, 59].

The comparison between the ocean-level varia-
tions that were observed and calculated for the loca-
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Fig. 2. (a) A map of echosounder tracks in the framework of KCS projects. (b) A map of the bottom topography in the shelf zone
and slope of northeastern Sakhalin based on the KCS bathymetric survey. (c) A map of the bottom relief constructed from the
GEBCO data. (d) Difference of depths between KCS (Fig. 2b) and GEBCO (Fig. 2c) maps. All depths are in meters.

tion of the DART 21414 deep-water sensor is shown in
Fig. 3.

It is seen that arrival of the tsunami wave in the
record of the deep-water sensor located at the distance
of about 1600 km from the source is noticed 2 hours
after the earthquake. The model satisfactorily repro-
duces both the tsunami wave arrival and the maximum
height of the first wave. The sensor is located at a
5375m depth, approximately 270 km south of
Amchitka Island (Aleutian Arc). Such an agreement
between the recorded and model waves suggests that
the initial conditions that were set in the model of the
tsunami source were correct.

In the present work, the estimation of how the
bathymetric data quality affects the tsunami-hazard
assessment is based on the comparison between the
values of the maximum tsunami heights along the
northeastern coast of Sakhalin that were obtained by
numerical modeling of the November 15, 2006, tsu-
nami using (a) the GEBCO_2014 bathymetric data
and (b) with addition of the KCS-derived relief in the
rectangular area shown in Fig. 1. In order to estimate
the distortion of the tsunami wave field due to different
local bathymetry within the studied area off the north-
eastern coast of Sakhalin, a combined bathymetric
grid including the GEBCO_2014 and KCS data
was generated. In order to avoid abrupt changes in
depth, we interpolated the depth values to provide a
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smooth transition to the GEBCO bathymetry within
the 0.5°-wide band that covers the KCS survey area.

Figure 4 contains the curves of sea-level variations
obtained by the wave field calculation for the tsunami
of November 15, 2006, for a 5-h time interval at three
points on the Sakhalin coast (see Fig. 5) and for two
bathymetric models, viz., GEBCO_2014 and the
combined GEBCO_2014-KCS. The records of sea-
level variations in the southernmost point no. 1 are
very similar for both models. The difference becomes
noticeable for points nos. 2 and 3, which are located
immediately in front of the KCS survey area. The most
noticeable difference is observed at point no. 3. It is

DART 21414 — Model ----
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Fig. 3. The records of the real sea-level variations induced
by the tsunami of November 15, 2006, at the DART 21414
sensor (black solid curve). The red curve corresponds to
the respective model calculations.
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Fig. 4. The records of sea-level variations calculated for three points on the northeastern coast of Sakhalin by the GEBCO_2014
bathymetric data set (red dashed curve) and combined GEBCO-KCS data (blue solid curve).
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Fig. 5. (a) A map showing the distribution of the maximum tsunami heights on the northeastern coast of Sakhalin, calculated via
the GEBCO_2014 bathymetric data set. The solid violet line on the right represents the distribution of maximum tsunami heights
along the coast at 10 m depth. (b) A map showing the distribution of the modulus for difference between the tsunami heights
obtained by the two models (calculated by the GEBCO_2014 bathymetric data set and combined GEBCO—KCS data) on the
northeastern coast of Sakhalin. The solid red line on the right represents the distribution of the modulus of the difference for the
maximum tsunami heights along the coast at 10 m depth. The rectangle marks the KCS survey area; the circles mark the positions
of the observation points for which the model tidal curves were calculated.
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remarkable that the maximum tsunami height in the
case of the combined model of bottom topography
(GEBCO-KCYS) is observed for the first wave, whereas
for the GEBCO_2014 model the maximum is notice-
able approximately 1.5 h after the arrival of the first
wave.

The map of maximum tsunami heights is presented
in Fig. 5a. It is clearly seen that the highest tsunami
waves are observed on the northeastern coast of
Sakhalin. We emphasize that this area is where the
objects of the oil-recovery industry are located. In the
right part of Fig. 5a, the profile of the tsunami-height
distribution along the coast of Sakhalin on 10-m iso-
bath is shown. The characteristic tsunami heights vary
between 0.5 and 1 m, with the minimal values being
observed on the eastern coast of Schmidt Peninsula.

The map showing the distribution of the modulus
for the difference between tsunami heights obtained by
the GEBCO and combined bathymetry models is pre-
sented in Fig. 5b. In the right part of Fig. 5b, the pro-
file that shows the distribution of the modulus of the
height difference along the coast of Sakhalin on a
10-m isobath, as obtained on the mentioned models,
is shown. The mean square value of this difference is
more than 10 cm for the coast between 51.5 and 54° N
and approximately 5 cm for the coast south of this,
between 54 and 51.5° N. Remarkably, particular surges
occur of up to 0.4 m. In other words, in the area imme-
diately in front of the KCS survey area, the error in the
depth setting within the KCS rectangle leads to 15—
20% differences in tsunami heights, or even 40—50%
at some points.

CONCLUSIONS

Advances in numerical modeling of tsunami prop-
agation in deep water and shelf zones have reached the
level where certain research problems become primar-
ily technological and engineering problems. The mod-
ern computational capabilities (memory and speed)
allow gridded bathymetric data sets to be used in mod-
els; the resolutions of these data sets a priori exceed the
available bathymetric charts. This is the reason that
the quality of the bathymetric data has been the main
problem for tsunami research in the recent years. The
scope of the present study was limited to estimation of
how errors in bathymetry affect the modeling quality
for a relatively small area of the Sea of Okhotsk.
A 334 x 130 km rectangle covers the northeastern
shelf zone and the slope of Sakhalin. The highest
errors in the set bathymetry when calculating tsunami
heights are observed on the coast between 52 and
54° N. These numerical experiments (under the
assumption that the KCS bathymetric data set was
close to the true bottom topography) have shown that
calculation of tsunami heights on the basis of the
GEBCO_2014 data can yield errors of 15—-20% (with
particular surges of up to 50%).
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It must be noted that these conclusions are appli-
cable only to the local conditions related to the quality
of bathymetric data in the water areca immediately
joining the northeastern coast of Sakhalin. It is obvi-
ous that errors in setting the bathymetry along the
entire path of wave propagation will yield even higher
errors.

The results of the present study are the most
important in the cases of numerical modeling for tsu-
nami zoning of coasts. Overestimation or underesti-
mation of the maximum tsunami heights in tsunami-
hazard assessment may lead to such negative outcomes
as excessive expenditures for building coastal infra-
structure (in the case of overestimation), human
deaths, and economic losses (in the case of underesti-
mation). Development of free accessible high-quality
bathymetric data sets is of particular importance for
the coastal zones of the Russian Far East, which are
the most prone to tsunami effects, viz., Kamchatka,
Kuril Islands, Sakhalin, Primorye, and Magadan
regions.
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